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Abstract—With the blossoming of online social networks
(OSN), personality analysis based on OSN texts has gained
much research attention in recent years. The previous methods
mainly focus on human-designed features extracted through
psychological dictionaries or semantic features extracted through
language models. However, the shallow statistics features can not
fully convey the personality information and the language models
can not capture enough psychological background knowledge.
Besides, the lack of large labeled datasets has been a serious
obstacle impending further research. To tackle these prob-
lems, we propose a personality analysis model, namely PerKG,
which combines personality knowledge graph and heterogeneous
graph representation learning to exploit external knowledge
from psycholinguistics and learn the group-level information to
predict users’ personalities accurately. Specifically, we construct a
personality knowledge graph based on existing psycholinguistics
knowledge. And then, for each user, we align the user information
with the knowledge graph to obtain the personality heterogeneous
graph. Finally, the personality vector of each entity node is
learned for prediction by designing a walk strategy on the
personality heterogeneous graph. Detailed experimentation shows
that our proposed PerKG architecture can effectively improve
the performance and alleviate the label sparsity problem of
personality analysis.

Index Terms—knowledge graph, network representation learn-
ing, personality analysis, online social network

I. INTRODUCTION

The personality traits are defined as the characteristic sets
of behaviors, cognitions, and emotional patterns that evolve
from biological and environmental factors [1]. Traditional
questionnaire-based approaches to personality detection are
time-consuming and laborious [2]. Nowadays, people publish
their daily moods, activities, and opinions on social networks.
Those posts could convey a lot about people’s personalities.
Many studies show that the personality analysis on online so-
cial networks (ONS) has a wide range of practical applications,
such as recommendation systems [3], career interviews [4] and
politics participate analysis [5]. Hence, an accurate grasp of
users’ personalities is significant for helping to get a deeper
insight into their emotions, preferences, and behaviors.

The current personality analysis based on OSN texts mainly
relies on psychological lexicon [6]-[8] or applies deep neural
model [9]-[12]. The common psychological lexicon-based
methods extract word frequency statistics from OSN user
texts through psychological dictionaries and then use machine
learning algorithms to predict the personality scores. Studies
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have shown that those features are helpful for personality
analysis. However, it is hard for the model to learn the inherent
connection between linguistic information and personality.

To avoid feature engineering, deep neural networks have
been employed for personality analysis. Although the neural
model made some progress due to learning abundant seman-
tic information from the corpus, they fail to fully exploit
external psycholinguistics knowledge, which could help a
deeper understanding of personality psychology. For example,
psychologists found that people with “neuroticism” person-
ality usually treat problems from a pessimistic perspective
(Emotion), and are too sensitive to surroundings and over-
stressed (Mental-sate). At the same time, being in contact with
a “agreeableness” people will give you a comfortable feeling.
He/She will care about you very much and is willing to give
assistance when you are in trouble (Team-identity) [13]. In
addition, annotation of personality data requires a high level
of psychological skills, and it is impossible to carry out large-
scale personality data annotation, which makes the sparsity of
labeled data a serious problem that we have to solve.

To overcome the above limitations, we construct a per-
sonality knowledge graph based on existing psycholinguistics
knowledge, and after aligning user information, personality
analysis is achieved through personality heterogeneous graph
representation. Specifically, the PerKG contains different en-
tities (words, personalities, language styles) and different
relationships between those entities. Then, for each user, we
align the user information with the knowledge graph semantics
to obtain the personality heterogeneous graph. Finally, the
personality vector of each entity node is learned for prediction
by designing walk strategy on the personality heterogeneous
graph. Extensive experiments demonstrate that PerKG signif-
icantly outperforms state-of-the-art models. In summary, our
main contributions include:

« To the best of our knowledge, this is the first effort to con-
struct a personality knowledge graph (PerKG), providing
a new perspective for exploiting the psycholinguistics
knowledge for personality analysis.

e Combining the PerKG and user language styles, we
designed a modified walk strategy to embed the per-
sonality heterogeneous graph and transform personality
analysis into a semi-supervised learning task. Our model
could generate personality vectors that contain abundant
personality information for users without labels.

« Extensive experiments on 3 benchmark datasets demon-
strate that our method makes a good performance in com-
parison with 7 baselines. Moreover, even if the label rate
is low, our model could maintain a good performance,
which is meant to alleviate the label sparsity problem.
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II. RELATED WORK
A. Psychological Lexicon-based

Personality analysis has gained much research attention in
the past. Linguistic Inquiry and Word Count (LIWC) [14] is
a word-based text analysis application, which counts the word
frequency of different psychologically meaningful categories.
Mairesse used LIWC and MRC [15] to extract different
textual features and made a comparison of the effectiveness
of those features [6]. Golbeck collected 279 users’ Twitter
posts and their Big Five scores through a Twitter application
and gathered 161 statistics features to predict their personality
scores [7]. However, as LIWC is a predefined dictionary that
can’t catch each word and phrase in the social media corpus,
it may lose some potentially linguistic information.

B. Neural Language Model-based

With the blossoming of deep neural networks, many neural
language models are making better performances and they
are also applied in the field of personality analysis. Sun
et al. proposed a complicated model including a sentence
encoder and a document encoder to extract semantics features
for personality prediction [10]. Kampman et al. used a deep
learning method to detect one’s personality from audio, text,
and video [16]. In recent years, pre-training word embeddings
is widely applied [17]. Researchers try to let the model learn
useful features from these vectorized representations to detect
personality [9], [18]. Network representation learning (NRL)
has also been widely accepted due to its ability to learn graph
structure information. Adawalk [11] is the first paper to apply
NRL methods to personality analysis. The PersonalityGCN
[12] modified TextGCN [19] to model the whole user text
information corpus as a heterogeneous graph for personality
analysis. However, these studies only consider the semantics or
simply concatenate the statistical features, without considering
domain knowledge information.

C. Domain Knowledge Graph

In recent years, the knowledge graph has made huge
progress. Due to the ability to make use of external knowledge
and the advantages of interpretability, knowledge graphs have
been applied in many scenarios, such as recommendation
system [20], fake news detection [21], and misinformation
detection in healthcare [22]. Dun et al. proposed a knowledge-
aware attention network that incorporates external knowledge
from a knowledge graph for fake news detection [21]. Cui
et al. proposed a medical domain knowledge-guided graph
attention network for misinformation detection in healthcare
[22]. Although knowledge graph has been proved effective in
many fields, it has not been applied to personality analysis.

III. METHODOLOGY

In this section, we first elaborate the construction of our
personality knowledge graph, then present our proposed user
semantic alignment and personality heterogeneous graph em-
bedding module.

A. Personality Knowledge Graph

We construct the personality knowledge graph based on the
influences and connections between various language styles
and personalities which are proposed in the professional
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psychology study The Secret Life of Pronouns [13] as shown
in Fig. 1. Since we are taking a first look into the feasibility of
applying knowledge graph on personality analysis, we don’t
focus too much on making use of comprehensive psycholin-
guistics knowledge. We summarize the connections between
language styles and personalities in the book and represent
those connections with 10 types of entities and 7 relationships.
Among those entity types, word type contains categories of
words that could reflect users’ language styles, and the other
9 types of entities describe users’ personalities from different
aspects. The details about those entities are as following:

Fig. 1. Schematic Diagram of Personality Knowledge Graph

o word: It consists of 45 categories of functional words
and we construct 3 entities c+, ¢, c— for each category
¢ individually, representing the use frequency of this
category of words. We construct the dictionary based
on LIWC psychology dictionary. For those words that
are missing LIWC dictionary such as big words, we use
WordNet [23] and Wiki [24] to extend the categories
according to their definition.

o think—style: It contains 6 entities of thinking styles, in-
cluding classification vs dynamic, simple vs complicated,
casual vs rigorous.

o write — style: It contains 3 entities of users’ writing
styles, including narrative, analytical and formal.

o description: It contains 26 entities of descriptions of
characteristics such as arrogance, artistic, self attention
and so on.

o emotion: It contains positive emotion and negative emo-
tion and negative emotion could be further divided into
sadness and angry.

o mental — state: It contains 2 entities, mental-healthy and
mental-unhealthy.

o need: It contains three major needs of people: need for
power, need for belonging and need for achievement.

o people: It contains several kinds of people in the world,
such as male vs female, young vs old and some special
kinds including patients with depression and politicians.
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Fig. 2. Overall Process of PerKG

e social — status: It contains 2 entities of social status,
high status and low status.

o team — identity: It contains 3 entities of the sense of
identity that people hold in a team, including discrimina-
tion, prejudice and modeled.

Besides the above 10 types of entities, we also set up 7 re-
lationships including imply, contain, being, need, opposite,
use and lackof. We connect all those nodes with different
relationships and make the knowledge well displayed in our
graph.

B. User Semantic Alignment

To perform the personality analysis, we need to add users
into the graph. For each dataset, we calculate the average word
frequency f; for each category i of words in our dictionary.
Then for each user u, we calculate the word frequency f,,; for
each word category i. User u’s word frequency of category
1 is determined to be low if f,; < f; * 0.9, to be high if
fui > fi * 1.1 and to be medium for the other conditions.
Then we connect user entity v with the entity of this word
category ¢ which is chosen from i+, i, i— according to the
word frequency. Based on the word usage, we align users
with personality knowledge graph and make each user connect
with different personality entities indirectly through the word
type entities and thus contain personality information. The
schematic diagram of the knowledge graph is as shown in
Fig. 1. To make the graph contain semantic information, we
also added a similarT o relationship between users. We use
tfidf [25] to calculate the similarities between every two
users, if the similarity is larger than a threshold, we connect
those two users with similarT o relationship. For the selection
of the threshold, a too high threshold will decrease the number
of relationships and make the walk paths produced in the sub-
sequent walk strategy too simple, whereas a too low threshold
would make it hard to form an effective group and hard to
learn the group-level information. We carry out experiments
and find out that retaining 25% similarity relationships could
achieve the best performance and that is exactly how we select
the threshold.

C. Personality Heterogeneous Graph Embedding

Through user node integration, we construct a complete
personality heterogeneous graph G(U, E) based on the dataset.
Here U is the all type node set, E is the edge set. Our problem
can be treated as multi-regression that learnning a user node

embedding matrix ¢ € RI“/* for predicting personality score.
As shown in Fig. 2, we design a heterogeneous network
representation learning method to refine user node embedding.
it can not only learn the node-level features of entities in the
graph but also learn the group-level information and thus make
use of the mutual influences within the groups.

Specifically, we design a new heterogeneous graph walk
strategy. Given an ongoing path, assuming the current node is
u and the previous node is v, the probability of next node x
being selected is defined as follows:

alz) it ed €E
platu) = { 7F 1 edoclon)

6]

where E is the edge set of our graph, Z is the normalization
constant and « is a control coefficient. Assuming sim(eq, e2)
is the text simialrity between texts of user el and user e2 when
el and e2 are both user type nodes. If el and e2 are not both
user type nodes, we set sim(ey, es) as zero. « is defined as
follows:

1+sim(v,u)’ if d=0

P
1+ sim(v,u), if d=1 2)
1+sim(v,u) if d=2

q )

a(z, u,v) =

where d is the distance between the next node x and the
previous node v. As shown in equation 2, while facing a
selection between user-type nodes and other-type nodes, we
introduce text similarity into the walk strategy to make it
more likely to select user-type nodes, and for different user
nodes, the strategy is more likely to choose a user who has
a greater text similarity with the current node. (p,q) are
hyperparameters used to adjust the walk strategy to depth
first search (DFS) or breadth first search (BFS). It should be
mentioned that when it is walking among personality-type and
word-type nodes, we introduce a new pair of hyperparameters
(pf, qf) to make the walk strategy more likely to select a new
word-type node while the current node is a personality-type
node and then make path go back to user-type nodes. Our walk
strategy could enable word-type nodes and personality-type
nodes in the graph to control the generation of walk paths so
that users with similar language styles, similar characteristics,
and similar text information could appear in the same path
with greater probability and finally generated paths of nodes.
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Then we use skip-gram [26] to embed those paths of
nodes into vectors. The skip-gram algorithm maximizes the
probability of each node and its context nodes in a generated
path, the function is:

L=> 1] PWN@wluw 3)

u€C context(r)

where C' is the nodes corpus and given a node u, N(u)
represents its context nodes, 7 is context size. Basically, the
personality heterogeneous graph embedding algorithm and
biased walk algorithm shown in Algorithm1 1,2.

Algorithm 1 PerKG Emmbeding Algorithm
Input:
G(U, E) personality heterogeneous graph, context size r,
walk length [, walks per node u, embedding size b.
Output:
user node embedding matrix ¢ € Rlu/*¢

1: initialize: walks to Empty;

2: for iter =1 to p do

3:  for each node u do

4: walk = PerKG Walk (G(U, E), u,!)from Algorithm
(2);

5: append walk to walks;

6: end for

7: end for

8: ¢ € SkipGram(r, b, walks) from Eq (3);

9: return ¢

Algorithm 2 PerKG Walk Algorithm
Input:
G(U, E) personality heterogeneous graph, context size
r, walk length [, walks per node pu, embedding size b.
traversal parameters p, g, pf, ¢f node neighbors N (u).
Output:
a random walk from graph G(U, E)
1: initialize:walk = [u];
2: choose a neighbors node u € N (u);
3: for walk_len =1 to!l do

4 cur = walk[—1];

5. prev = walk[—2];

6: for each node u € N(cur) do
7: if ue€ N(prev) then

8 a(z,u,v) = %M;

9 else if u = prev then

10: a(z,u,v) =14 sim(v,u);
11: else

12: alz,u,v) = %W;

13: end if

14:  end for
15:  calculate the next node u transition probability from Eq

(1
16:  append u to walk;
17: end for

18: return walk

D. Model Training

We use SVR to predict the Big Five personality scores with
users’ vectors and use Mean Absolute Error (MAE) as our
evaluation metrics, which could be calculated as follows:

1= :
MAE = E ; }S;red - S%rue| (4)

where n denotes the number of instances, sére 4 1s the predicted
value and s, is the truth. Considering our datasets are
relatively small, we carry out downstream model training
and testing experiments with 5-fold cross-validation and the
average MAE is recorded.

IV. EXPERIMENTS

In this section, We first introduce the datasets and 7 baseline
methods that we compared with, then present our main results.

A. Big Five Personality and Datasets

The Big Five model of personality is a generally accepted
and influential metric in psychology for characterizing and
measuring personality traits. Big Five formalizes personality
along with five bipolar personality traits: Openness, Conscien-
tiousness, Extroversion, Agreeableness, and Neuroticism, each
trait is represented by a score. We select 3 public datasets to
carry out the experiments. The details of the datasets are as
follows:

o MyPersonality': MyPersonality project is a Facebook
App that allowed users to participate in psychological
research by filling in a personality questionnaire. It con-
tains 114,958 users’ posts and their Big Five scores.

o Youtube [27]: This dataset consists of Youtube speech
transcriptions of 404 users and their Big Five scores.

o PAN 2: This dataset comes from data science competition
PAN2015, which includes 4 languages dataset and we
choose the English dataset which contains 294 users’
posts and their Big Five scores.

B. Baseline Methods

To prove the effectiveness and superiority of our method
from different aspects, we compared our method with 7
popular methods on three datasets.

By artifical features:

o Mairesse [6]: This method used LIWC features to analyze
personality from texts, as mentioned in Section 2.

By network representation learning:

o AdaWalk [11]: This is the first method that introduces
NRL into personality analysis. It uses tfidf to calculate the
texts similarity between users and construct the network,
then a modified walk strategy designed to learn the nodes
embeddings.

e node2vec [28]: This method uses a biased walk to
generate paths and uses word2vec to embed nodes into
vectors. It introduces 2 hyperparameters to control the
walk strategy between DFS and BFS. The construction
of the network is as same as adawalk.

By supervised deep learning methods:

Thttp://mypersonality.org
Zhttps://pan.webis.de/clef15/pan15-web/author-profiling.html
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e 2CLSTM [10]: This method constructs a sentence en-
coder using bi-Istm and a document encoder using CNN.
Then it combines those features with users’ LIWC fea-
tures as the input of the downstream classifier.

o BERT [29]: BERT is a powerful pretrain language model
with great performance on many NLP tasks. We follow
[9] and use bert-base-uncased version pretrained model
and fine tune it in downstream personlality prediction
tasks.

By knowledge graph embedding methods:

o TransE [30]:TransE encodes both entities and relations as
vectors in the same space. Considering triples (h,r,t), in
which h, r and ¢ represents the head, the relation, and
the tail respectively. TransE trains the model on all the
triples to make h + r &~ t when (h, r,t) holds, where h,
r, t are the corresponding vector of h, r and ¢.

o TransD [31]:TransD is TransE’s extensions by incorporat-
ing more sophisticated translation mechanisms to model
complex relations.

TABLE I
MAE FOR PERSONALITY PREDICTION
Dataset Methods OPE CON EXT ARG NEU
PerKG 0.4691 0.4464 0.6857 0.5121 0.5031
AdaWalk 0.5772 0.5581 0.7329 0.6424 0.6033
node2vec 0.5853 0.5674 0.7566 0.6883 0.6108
BERT 0.6213 0.6063 0.7992 0.7613 0.6105
Youtube 2CLSTM 0.6431 0.6118 0.8066 0.7755 0.6438
Mairesse  0.5503 0.5652 0.7469 0.6218 0.6257
TransD 0.5046 0.4743 0.7105 0.5268 0.5109
TransE 0.5172 0.4726 0.7083 0.5796 0.5458
PerKG 0.3624 0.5091 0.5644 0.4124 0.5259
AdaWalk 0.4583 0.5991 0.6112 0.5031 0.6405
node2vec 0.4748 0.6182 0.6246 0.5308 0.6518
BERT 0.4893 0.6317 0.6742 0.5859 0.6532
MyPersonality 2CLSTM 0.4936 0.6428 0.6963 0.5834 0.6809
Mairesse  0.4677 0.6117 0.6289 0.5192 0.6401
TransD 0.4091 0.5313 0.5728 0.4772 0.5539
TransE 0.4052 0.5574 0.5717 0.4659 0.5782
PerKG 0.0963 0.0906 0.0891 0.0931 0.1245
AdaWalk 0.1188 0.1054 0.1126 0.1083 0.1742
node2vec 0.1191 0.1109 0.1188 0.1053 0.1849
BERT 0.1239 0.1242 0.1211 0.1094 0.1395
PAN 2CLSTM 0.1287 0.1213 0.1248 0.1162 0.1433
Mairesse  0.1302 0.1246 0.1373 0.1264 0.1805
TransD 0.1003 0.0997 0.0974 0.1025 0.1326
TransE 0.1109 0.0982 0.1108 0.1011 0.1387

C. Results Analysis

As shown in Table I, PerKG outperforms other methods in
most traits. We believe the reasons are two fold: (1) Our model
leverages personality heterogeneous graphs to learn better user
representations, which injected some psychological clues into
personality analysis. (2) User correlations are well captured
through semi-supervised learning on graphs, which reduces
the risk of overfitting on a small training set.

Artificial features don’t perform well in most traits, except
that the results of Mariesse on Youtube and MyPersonality
are competitive. We think it is because the length of the posts
of those two datasets is relatively longer than those in PAN
dataset, and thus helps LIWC extract more useful information.

Deep learning methods don’t perform well as expected, even
BERT, which makes perfect performance on a lot of NLP
tasks. On the one hand, those deep learning methods need
a huge amount of data to train the model, our datasets are
small for them to fit the data. On the other hand, it might take
only a shallow understanding to solve problems such as text

classification but when it comes to the analysis of personality,
the model needs to understand the texts from a psychological
professional perspective.

Obviously, NRL methods make competitive performances.
Besides, the embedding processes of those methods don’t
need any labeled data and this makes those methods more
applicable. Nevertheless, those methods construct the network
simply based on their texts and make no use of the external
knowledge, which limits the performance to some extent.

The results of TransD and TransE show that although their
performances outperform most methods, they are not as good
as our method. The reason might be the small size of our
knowledge graph, especially the personality part of our graph
which is too simple and doesn’t contain enough psychological
information and it couldn’t generate enough triples while
training. This problem could be solved by adding more relative
psychological knowledge into our knowledge graph to make it
larger and more professional. The other reason could be that
those methods couldn’t learn the group-level information and
the mutual influences between users within a group, which are
important for personality prediction.

D. Parameter Sensitivity

On three datasets, we manually adjust the hyperparameters
and select the combination with the lowest MAE value. We
compare different walk lengths [/, and context sizes r. The
results are shown in Fig. 3. On Youtube, MyPersonality, and
PAN datasets, walk lengths [ are 80, 70, and 70. The context
sizes r are 2, 8, and 6, respectively. The hyperparameters (p, q)
and (pf,qf) are set up as [I, 1] and [2, 0.25], the graph
embedding size d = 200. the kernel of SVR is set to be radial.
As for the other methods, we use default hyperparameters as
in the related papers.

—— YOUTUBE
MyPersor

naity 09 Wypersonaity
\ —e— PAN

0.7 \\‘ ”07
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Fig. 3. Average MAE results with different walk lengths and context sizes.

E. Impact of Number of Training Samples

In order to verify that our method could learn the psycholin-
guistics knowledge from our personality knowledge graph,
we compare our method with other NRL methods on the
downstream prediction with the label rate decreasing from 0.9
to 0.1, we select NRL methods as baselines because those
methods are more competitive and they are less reliable on
labels than deep learning methods. The result curves are shown
in Fig. 4. We give the average MAE of 5 traits for each method
and each dataset. As shown in the Fig. 4, the performance of
our method outperforms other methods at every label rate, and
the superiority of our method is even larger when the label rate
is getting down. It is important that the performance of our
method doesn’t decrease much while the label rate decreases
from 0.9 to 0.1, this means the user vectors generated from our
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Fig. 4. Average MAE results with different label rate.
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method have learned abundant personality information from
our knowledge graph and group-level information during the
embedding process and don’t rely much on the downstream
training process. This result is exciting because it proves
that it is truly effective to introduce a knowledge graph into
personality analysis. In the future, as long as we add more
psychological knowledge to expand our knowledge graph and
fix the way appropriately to add users to it, the method could
learn more personality information, which makes our method
more effective and more applicable.

V. CONCLUSION

In this paper, we construct a personality knowledge graph
based on existing psycholinguistics knowledge and combine
the user information to achieve personality analysis by hetero-
geneous network representation. The experiment results have
proved that it is truly effective and helpful to make use of
external psychological knowledge and to alleviate the label
sparsity problem. In the future, we will keep on expanding our
personality knowledge graph by adding more psychological
knowledge and we believe this could help the embedding
vectors contain more personality information.
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